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 This study examines the implementation of Artificial Intelligence (AI) in public governance 

in Indonesia, focusing on its potential for service improvement and data security challenges. 

Governments globally, including in Indonesia, are increasingly utilizing AI for efficiency, 

policy analysis, and public services. However, increased AI-driven online services heighten 

the risks to personal data security and privacy, alongside broader cyber threats. Significant 

concerns about data privacy breaches, lack of transparency, and amplification of bias in AI 

systems used by governments, which can lead to unfair and discriminatory outcomes. 

Unregulated or unsupervised AI in government-posing risks such as data privacy breaches, 

legal non-compliance, operational disruption, and erosion of public trust. The use of AI has 

led to debates on the use of AI in public governance and its security has been extensively 

discussed in recent literature across multiple dimensions. Using a literature review method, the 

analysis shows AI has significant potential to enhance public service efficiency and quality 

(e.g., via chatbots and data analysis), but its implementation in Indonesia is hindered by 

infrastructure limitations, human resource capacity, ethical aspects, and data security 

vulnerabilities. Indonesia faces significant public data security vulnerabilities, marked by 

frequent data breach incidents and AI-driven cyberattacks, exacerbated by inadequate 

infrastructure, regulations, and low awareness. The study concludes Indonesia lacks 

comprehensive AI regulations. Strengthening technical capabilities, improving education, 

fostering international cooperation, updating legislation, and strict law enforcement are 

necessary to protect data and ensure responsible AI use in public governance. 
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INTRODUCTION 

Governments around the world are increasingly utilising 

artificial intelligence (AI) to improve public safety and 

governance (OECD, 2024; Zuiderwijk et al., 2021). AI is used 

to accelerate document processing, more in-depth policy 

analysis, and accelerate public services so that governance 

becomes more innovative and accountable(Alhosani & 

Alhashmi, 2024; Kulal et al., 2024; Selten & Klievink, 2024). 

AI helps analyse large amounts of data for more informed 

decision-making in sectors such as health, education and 

infrastructure (Bajwa et al., 2021; Soori et al., 2024). In 

addition, AI can automate repetitive tasks, allowing public 

servants to focus on more strategic roles (Rožman et al., 2023).  

For example, AI chatbots are helping customer service in 

the world's transport sector improve service efficiency(Abel 

Uzoka et al., 2024; Ma’rup et al., 2024). The use of AI also 

increases transparency and reduces corruption through 

automated systems that monitor activities in real-time and 

keep accurate records. (Adam & Fazekas, 2021; Hartanto et al., 

2024). 

However, the rise of AI-powered online public services 

brings greater risks to personal data protection and privacy 

breaches, as well as broader cybersecurity challenges 

(Adebola Folorunso et al., 2024; Binhammad et al., 2024; 

Ejjami, 2024; Jada & Mayayise, 2024; Ye et al., 2024). 

Therefore, AI governance should include restrictions that 

ensure AI systems remain safe, ethical, and respectful of 

human rights (Papagiannidis et al., 2025; Pirozzoli, 2024; 

Rodrigues, 2020; United Nations Educational, 2021; WHO, 

2021). The government needs to make clear rules and provide 

training to officials so that AI development can proceed 

responsibly and fairly (Sandeep Reddy, 2023). 

AI has offered new ways to improve public governance, it 

still has the potential to improve government accountability 

and public services (Zuiderwijk et al., 2021). Although not yet 

visible at this stage, such accountability can occur by using AI 

to test the accuracy of government algorithms. (Novelli et al., 

2024). This process involves the AI sending various input 

variables to a government algorithm to determine how the 

algorithm makes decisions(Loi & Spielkamp, 2021). This 

enables the assessment of potential biases based on protected 

social categories (such as profession, ethnicity, gender, and 

religion). Through the use of social media data, AI can also be 

used to identify patterns and changes in public opinion, thus 

providing feedback to identify emerging issues, and improve 

government responses to the public.(Gerlich et al., 2023).  

Along with the enthusiasm for the use of AI in governance, 

a number of ethical, social, political, and legal/regulatory 

challenges are increasingly being scrutinised. Many national 

governments and international government organisations have 
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organised discussions, issue briefings, and research related to 

AI with public data security policies, such as Indonesia's 

(Dewi & Hidayat, 2022; Fikri & Amelia, 2024; Gandawidjaja 

et al., 2025; Wadipalapa et al., 2024),  Australia (Dawson, 

2019), Tiongkok (Xuan, 2023), Eropa (European Commiss ion, 

2019); Singapura (PDPC, 2018); Inggris (Leslie, 2019); AS 

(Committee on Artificial Intelligence of the National Science 

& Council, 2019); dan OECD (2019). In addition to traditional 

digital rights concerns around privacy, surveillance and data 

protection, the results of these research reports often highlight 

challenges that lead to bias and discrimination; transparency, 

accountability and clarity; technical accuracy; and legality and 

due process.(Fjeld et al., 2020; Mittelstadt et al., 2016). 

Therefore, it is necessary to explore and analyse Artificial 

Intelligence in the implementation of public governance, 

especially in addressing the vulnerability of public data 

security in Indonesia. 

Artificial intelligence (AI) is a multidisciplinary field of 

science and technology that focuses on making computers and 

machines capable of performing work that would normally 

require human intelligence (Müller Editor, 2017; Xu et al., 

2021). The work of these systems includes reasoning, learning, 

problem-solving, perception, language understanding, and 

decision-making. AI systems are designed to simulate human 

cognitive functions, allowing them to analyse data, recognise 

patterns, make predictions, and adapt to new information 

without explicit human programming.(Collins et al., 2021). 

The implementation of public governance refers to the 

practical application of governance principles, such as 

transparency, accountability, participation, efficiency, and 

effectiveness, within public sector institutions to ensure that 

government actions are responsible, responsive, and serve the 

public interest. Good public governance is essential for 

building public trust, improving service delivery, and 

achieving sustainable development goals.(Azzahra, 2023; 

Budiawan et al., 2022; Guntur, 2017). A public data security 

vulnerability is a weakness in a system, application, or process 

that can be exploited to gain un-authorised access to, misuse, 

or compromise sensitive public data.(Borky & Bradley, 2019). 

These vulnerabilities affect a wide range of sectors, including 

government, healthcare, education and private companies, and 

can result in significant losses, such as data breaches, identity 

theft, financial fraud and loss of public trust (George, 2008). 

The debate on the use of AI in public governance and its 

security has been widely discussed in the current literature 

across multiple dimensions. By OECD(2024), AI can increase 

government productivity by improving internal operations and 

making public policies and services more inclusive, 

responsive, and accountable. AI can strengthen oversight 

capacity and support independent institutions to increase 

transparency and effectiveness in governance. AI-based 

automation can transform service delivery models and 

regulatory processes, potentially improving decision-making 

and strategic planning in public administration.  

However, there are significant concerns about data privacy 

breaches, lack of transparency, and amplification of bias in AI 

systems used by governments, which can lead to unfair and 

discriminatory outcomes. Unregulated or unsupervised AI in 

government-poses risks such as data privacy breaches, legal 

non-compliance, operational disruption, and erosion of public 

trust. AI infrastructure is vulnerable to cyberattacks, requiring 

a design-based security approach to protect AI systems and 

sensitive data ((Mensah, 2023) 

The political legitimacy of AI governance, particularly on 

a global scale, is still debated, emphasising that AI governance 

must be democratic and transparent at a minimum to maintain 

public trust(Erman & Furendal, 2024). A distinction is made 

between ‘governance by AI’ (AI systems making decisions) 

and ‘AI governance’ (governing the development and 

application of AI), with each raising different normative and 

legitimacy issues(Jaiswal, 2022). The opacity of AI decision-

making, such as in facial recognition or automated policy 

enforcement, challenges democratic accountability and public 

oversight(Cheong, 2024). Necessarily, an effective AI 

governance framework emphasises privacy protection, bias 

mitigation, ethical guidelines, sustainability, and infrastructure 

security to ensure safe and responsible use of AI in the public 

sector. Broader internet governance issues overlap with AI 

governance, highlighting challenges in multi-stakeholder 

coordination and cybersecurity threats that transcend 

jurisdictions, which also affect AI governance in the public 

sector.(Bokhari & Myeong, 2017; United Nation, 2024). 

Modern AI governance frameworks place privacy protection 

and data security as key pillars. This is driven by growing 

concerns over potential data breaches and misuse of personal 

information by AI systems, particularly when used in public 

services involving sensitive citizen data. This framework 

demands clear regulations and strong data protection 

mechanisms, as well as the integration of human rights 

principles in every AI policy and implementation. One key 

novelty is the recognition that AI governance cannot be 

effective without multi-stakeholder engagement likely 

government, private sector, civil society, and academia. This 

collaborative process often faces coordination challenges, 

divergent interests, and perspective gaps. It is hoped that 

multi-stakeholder discussions will open up perspectives and 

lead to more inclusive solutions. Through this analysis will 

find parts that can close the gap in AI governance in public 

spaces in Indonesia. 

 

METHODS  

The desk study method, also known as library research, is 

a qualitative research approach that involves collecting and 

analysing data from literature and sources available in libraries, 

such as books, journals, articles, magazines, newspapers, and 

encyclopaedias.(George, 2008; Lim, 2024). This method does 

not involve fieldwork or direct data collection from subjects, 

but relies on ready-made data and documented information to 

answer research questions or solve problems(Kabir, 2016; 

Taherdoost, 2021). The steps in the literature study method are 

(Francis Lau and Craig Kuziemsky, 2016), (Hannah Snyder, 

2019),: (1). Data Collection, systematically gathering 

information from various library materials and digital 

databases. This includes keyword searching, subject searching 

using specific terms or descriptors, and browsing collections 

organised by subject to find relevant sources (2). Research 

Process which involves identifying relevant sources, locating 

them, gaining access, evaluating their relevance and reliability, 

and integrating findings into a coherent analysis or report. (3). 

Purpose and Use to provide background, compare theories, 

analyse existing knowledge, and support further research. It is 

particularly useful for descriptive and comparative studies and 

can serve as a basic step in broader research projects. (4). The 

researcher acts as the main instrument for data collection and 

analysis, interpreting information from the literature to draw 

conclusions. 
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RESULTS AND DISCUSSION  

Artificial Intelligence in the Implementation of Public 

Governance 

The application of artificial intelligence (AI) in improving 

public services, particularly in automated decision-making by 

governments, shows great potential despite its currently 

limited use. AI in the public sector can operate in three main 

forms: detecting patterns, sorting populations, and making 

predictions, all of which can help speed up and improve the 

accuracy of decision-making. Governments are already using 

computer algorithms to assist officials in decision-making, and 

the current trend is towards greater automation without direct 

human involvement. However, the use of true AI is still 

limited and sometimes difficult to distinguish from advanced 

statistical analysis-based systems. 

AI is able to optimise the process of collecting, analysing 

and interpreting complex data, thus enabling more accurate 

and efficient predictions in public decision-making. Examples 

of AI applications in public services in Indonesia include the 

use of chatbots for health services (such as BPJS Kesehatan), 

which improves efficiency and quality of service and creates 

public value through procedural fairness and public trust. In 

the field of government administration, AI is used for 

document processing, voice and text recognition, and analysis 

of public service complaints that can be automatically routed 

to the relevant agencies, accelerating response and public 

oversight. AI is also applied to detect potential tax fraud, 

manage traffic flow, and predict the number of tourists and 

economic impact in the tourism sector, all of which contribute 

to more informed and rapid decision-making. In Indonesia, the 

use of Artificial Intelligence is targeted in various matters 

related to public interest. the following data is presented in the 

graph below: 

 
Source: Katadata Insight Centre (KIC) research report, 2024 

Pic. 1. Proportion of Respondents Using Artificial 

Intelligence by Type of Service/Activity (2024) 

 

In late 2024, KIC conducted a survey in 38 Indonesian 

provinces to map people's experiences with AI. And it turns 

out, out of 1,255 respondents, more than half (65%) have used 

AI for various purposes. In this group of AI-using respondents, 

the majority or 81% use the technology to find information. 

While AI offers efficiency and improved service quality, 

significant challenges remain, including infrastructure 

limitations, technology gaps between regions, and human 

resource capacity to master AI technologies. Adaptive and 

collaborative policy development between the government, 

private sector, and educational institutions is essential to 

support the development of human resource capacity and AI 

technology infrastructure. Ethical aspects, privacy, and data 

security are also important concerns in the application of AI 

for public decision-making, so it is necessary to design 

policies that pay attention to these matters so that the use of AI 

can be responsible. 

A chatbot or virtual assistant is an artificial intelligence 

(AI)-powered computer programme designed to interact with 

users through spoken or written conversations, both in text and 

voice, with the aim of mimicking natural human 

communication. Chatbots are able to answer questions, 

provide information, and perform certain tasks automatically 

and efficiently. In the context of government and public 

governance services that are complex and diverse, accurate, 

relevant, and easily accessible information is required at any 

time. To be effective in public services, chatbots in 

government usually integrate several technologies. This aims 

to: (a). improve the efficiency and speed of public services. (b). 

reduce the workload of government employees in handling 

routine enquiries. (c). expand access to public services without 

time and place restrictions. (d). support the digital 

transformation of government towards more responsive and 

transparent services. 

Governments are also increasingly using AI to improve 

public safety and public governance. The increased use of 

online public services comes with greater risks to data 

protection and privacy breaches, as well as broader 

cybersecurity challenges. AI is being used to identify 

emerging real-time patterns to enable government responses 

to assess denial-of-service cyberattacks or other malicious 

cyberwarfare activities. Governments are also investigating 

how to use AI to detect and respond to disinformation 

campaigns, which can be used to disrupt the political process 

or public safety. Governments are increasingly using artificial 

intelligence (AI) to improve public safety and public 

governance, especially in the context of online public services 

that are at risk of data protection and privacy breaches and 

broader cybersecurity challenges. 

AI is being used to identify threat patterns in real-time, 

enabling rapid government response in assessing cyberattacks 

or other malicious cyberwarfare activities. In addition, AI is 

also being developed to detect and respond to disinformation 

campaigns that can disrupt political processes and public 

safety. The utilisation of AI in government is also geared 

towards improving the efficiency of public services by 

providing more accurate information and customised services 

to users, while strengthening the relationship between 

government and society. 

However, the use of AI presents challenges related to data 

security, public trust, and the need for strict regulations to 

manage risks and ensure safety and ethics in the use of AI. The 

government is working to implement the principles of 

transparency, accountability, data privacy, and security in the 

management of AI, as well as strengthening cooperation with 

security forces to deal with the threat of AI-based crimes. 

Indonesia needs to accelerate digital transformation through 

the implementation and acceleration of integrated services 

with better data security, for example through a secure Single 

Sign-on system to reduce data leakage and repetitive data entry 

or other simultaneous authentication systems. 
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Regulatory enforcement is an important area in the 

Indonesian government's use of AI, especially in the context 

of ensuring legal compliance and effectiveness of existing 

regulations. The Indonesian government has issued several 

policies and regulations governing the use of AI, such as the 

Minister of Communication and Information Circular Letter 

No. 9 of 2023 on the Ethics of Artificial Intelligence, which 

became the initial legal umbrella for the ethical and 

responsible use of AI. The government also encourages AI 

regulations that protect user privacy and data, ensure 

transparency, accountability, and encourage ethical and non-

discriminatory use of AI. This is important so that AI-assisted 

law enforcement can be fair and not cause human rights 

violations. Strategies for AI regulation in Indonesia include 

developing clear policies, involving various stakeholders, and 

encouraging international collaboration so that AI-based law 

enforcement can be effective and in line with global standards. 

 

Public Data Security Vulnerabilities in Indonesia 

Indonesia has faced many significant personal data breach 

incidents, including data from the government, e-commerce, 

banking and healthcare sectors. The personal data of millions 

of citizens, including sensitive data such as Taxpayer 

Identification Numbers (NPWP) and electronic ID card data, 

have been leaked and spread online. In 2021, approximately 

239.74 million cyberattacks were recorded in Indonesia, with 

the capital city of Jakarta as the main target. Major incidents 

such as the ransomware attack on the National Data Centre in 

Surabaya and the e-visa data leak show weaknesses in data 

security management in the public sector. Online fraud is the 

most common case of data security vulnerability experienced 

by internet users in Indonesia. The following data is presented: 

 

 
Source: Ministry of Communication and Information of the Republic of 
Indonesia, 2021 

Pic. 2. Percentage of Indonesians Improving Personal 

Data Protection Security 

 

Inadequate security infrastructure that has not fully 

adopted international standards such as ISO 27001, making 

data vulnerable to hacking, malware and phishing attacks. 

Lack of effective regulation and consistent monitoring of the 

implementation of the Personal Data Protection Law (PDP 

Law). Organisational compliance with this law remains low. 

Lack of data security awareness and training among 

organisations and the public, resulting in a high risk of human 

error in data management. 

Extensive data leaks threaten individual privacy and lower 

public trust in digital services and government. Operational 

disruption of public services due to cyberattacks such as 

ransomware that can hamper public services. Potentially large 

economic and social losses due to misuse of personal data. 

Many Indonesian businesses lack understanding of AI 

technology, with 46% admitting limited knowledge of how 

AI-driven fraud works. This understanding gap makes them 

highly vulnerable to sophisticated fraud techniques such as 

social engineering, account takeover, and document and 

signature forgery. The attacks on public security published by 

IBM (International Business Machines, 2025) contain 67% 

phishing attacks, 51% have experienced smishing (SMS-based 

fraud), 47% have been victims of vishing (voice-based fraud), 

97% reported account takeover attempts. Based on The 

Indonesian Internet Penetration Survey Report 2024 from the 

Indonesian Internet Service Providers Association (APJII) 

compiled a number of cases related to data security 

experienced by internet users in Indonesia. The following data 

is presented: 

 
Source: Indonesian Internet Service Providers Association (APJII), 2024 

Pic.3. Proportion of Data Security Vulnerability Cases 

Experienced in Public 

 

AI-powered cyberattacks have fundamentally changed the 

cybersecurity landscape by allowing hackers to automate, 

scale and adapt their attacks with unprecedented speed and 

sophistication. Here's how AI is driving this change and the 

resulting consequences, Vulnerabilities through the misuse of 

AI allow cybercriminals to automate many phases of an attack, 

from reconnaissance (identifying vulnerabilities and targets) 

to execution (deploying malware, phishing or other exploits). 

This automation drastically reduces the time and effort 

required to launch large-scale campaigns, making attacks 

faster and more widespread than traditional methods. 

AI can efficiently collect and analyse large amounts of data 

from public and private sources, allowing attackers to identify 

vulnerable targets and craft highly personalised phishing or 

social engineering attacks. This increases the likelihood of 

success and makes attacks harder to detect. AI-powered 

malware and attack tools can learn and evolve, adapting their 

behaviour in real time to evade traditional security measures 

such as signature-based detection or static firewalls. This 

makes them more resilient to conventional defences. With AI, 

attackers can orchestrate simultaneous attacks on multiple 

organisations or individuals, increasing the scale and impact 

of the campaign. AI-driven attacks can target sectors such as 

finance, healthcare and government, often with devastating 

consequences. AI-powered attacks have led to major data theft 

incidents, targeting sensitive financial and personal 

information. This includes bank details, social security 

numbers, and confidential business data, compromising 

individual privacy and organisational security. The theft and 

misuse of sensitive data results in direct financial losses for 

citizens, businesses, and government agencies. Indirectly, 

organisations face reputational damage, regulatory sanctions, 

and loss of customer trust. AI-based attacks can also penetrate 
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critical infrastructure, such as banking systems and 

government networks, raising concerns about national security 

and public safety.  

Indonesia ranked 8th globally in data breaches in 2023, 

with over 3,300 cyber attacks reported each week at the 

beginning of the year. Significant incidents included 

ransomware attacks on the National Data Center and breaches 

affecting government agencies such as the National Civil 

Service Agency and the tax office, exposing millions of 

sensitive records. The financial, manufacturing, and 

transportation sectors were also targeted by ransomware, 

leading to operational disruptions and financial losses. 

Information manipulation and black campaign attacks via 

social media, driven by AI-generated misinformation, threaten 

political, economic, and social stability by manipulating 

public opinion and spreading false information. Repeated 

breaches and AI-supported attacks undermine trust in digital 

systems and technologies, potentially slowing the adoption of 

new innovations crucial for economic and social development. 

The leakage of sensitive data and AI-supported cyber 

espionage poses a threat to the political and economic stability 

of Indonesia. The existing cybersecurity framework and law 

enforcement are insufficient to effectively prevent cyber 

criminals, thus necessitating stronger legal measures and law 

enforcement to protect data privacy and enhance national 

cyber defense. 

 

CONCLUSION 

Indonesia currently lacks comprehensive laws and 

regulations specifically governing AI systems and ensuring 

the safety and protection of citizens' data. This regulatory gap 

makes public data vulnerable to misuse and cyber threats, 

undermining public trust and government legitimacy. The 

development and reuse of public data are hindered by 

infrastructure constraints and digital skills that are lacking 

among government workers. Many local governments 

struggle to fully implement basic e-government systems, 

which are a prerequisite for the successful adoption of AI. 

Although AI has the potential to enhance cybersecurity 

through advanced threat detection and automated responses, 

the increasing number of data breaches highlights the ongoing 

vulnerabilities. The recent enactment of the Personal Data 

Protection Act marks progress, but full implementation and 

enforcement remain challenging. 

The application of AI in public administration must align 

with the principles of transparency, fairness, and 

accountability. Existing laws, such as Law No. 30 of 2014, 

have not accommodated automated or algorithmic decision-

making, thus requiring legal reform to ensure the responsible 

use of AI in governance. Various efforts are being made to 

strengthen AI management through policy development, 

accountability frameworks, and collaboration among 

government, industry, academia, and society. However, 

operational cybersecurity measures such as infrastructure 

security and anonymization techniques need to be enhanced to 

protect sensitive data. Therefore, here are the 

recommendations: (1). Strengthening technical capabilities for 

early detection, response, and data encryption is crucial to 

counter AI-driven attacks. (2). Increasing education and 

awareness about AI cybersecurity threats among businesses 

and the public can enhance preparedness and reduce 

vulnerability. (3). Cooperation with global partners can 

enhance Indonesia's cybersecurity resources and strategies to 

combat advanced AI threats. (4). Updating data protection 

laws and ensuring strict enforcement can help reduce risks and 

build public trust in data security. 
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